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This paper explores the performance of the T5 text-to-text transfer-
transformer language model together with some other generative models on
the task of generating keywords from abstracts of scientific papers.
Additionally, we evaluate the possibility of transferring keyword extraction and
generation models tuned on scientific text collections to labelling news stories.
The evaluation is carried out on the English component of the POSMAC corpus,
a new corpus whose release is announced in this paper. We compare the
intrinsic and extrinsic performance of the models tested, i.e. T5 and mBART,
which seem to perform similarly, although the former yields better results
when transferred to the domain of news stories. A combination of the POSMAC
and InTechOpen corpus seems optimal for the task at hand. We also make a
number of observations about the quality and limitations of datasets used for
keyword extraction and generation.

MODEL
We compared the results obtained with mT5 with
the performance of a KEG model based on mBART.
Since the two text-to-text models produced 3-5
keywords, there was no need to artificially limit the
number of keywords produced by the model. Our
qualitative evaluation of the results shows that many
of the keywords absent from the gold set seem
relevant to the abstract from the test set. One of the
most interesting aspects of the mT5 model is its
transferability to other domains. The overall results
of this paper confirm the conclusions of a separate
study, in which compare a selection of approaches
to keyword extraction and generation (KEG) for
Polish scientific abstracts and concludes that the T5
outperforms purely extractive and abstractive
methods and that it is highly transferable to other
domains, including transcripts of spoken language.
Another clear advantage of T5 is its ability to learn
the truecasing and lemmatization of assigned
keyphrases, which is of particular value in
morphologically complex languages.

Our evaluation of a keyword extraction solution based on a T5 model shows that the fine-tuned model outperforms the other
approaches when tested on the original dataset of scientific abstracts. Furthermore, a preliminary analysis of keywords
assigned to text from very different domains (news stories and speech transcripts) shows that the proposed solution is capable
of generating relevant, properly formatted, and well-abstracted keywords on extrinsic text samples. 
One of the limitations of this study stems from the fact that manual keyword annotations are intrinsically biased against high
recall evaluations as authors are artificially restricted to assign a limited number of terms to each text.

CONCLUSION

This paper focuses on evaluating the performance of the T5 and mBART
models on the task of KEG (Keyword Extraction and Generation) from
English language scholarly texts. In the initial section of the paper, we
discuss the availability of  English-language datasets used for KEG and
point out some of their peculiarities and limitations. We also introduce
the POSMAC corpus, which we believe to be a valuable resource for KEG
in English. The subsequent sections of the paper present the evaluation
of the aforementioned models on the POSMAC corpus and an extrinsic
corpus of news stories.

INTRODUCTION

We share the three new datasets, i.e. POSMAC EN, InTechOpen and

News200 at http://clip.ipipan.waw.pl/POSMAC/datasets.

TYPE OF KEYWORD ASSIGNMENT IN SELECTED KEG DATASETS

Target is list of comma-separated
keywords in fo9rm of a single string

The input consist of a task prefix,
paper title and abstract

OVERALL PERFORMANCE OF EVALUATED MODELS ON NEW DATASETS OF SCIENTIFIC AND NEWS TEXTS
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